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Abstract
Traffic accident detection is an important part of road safety, impacting the lives of 
those involved and others on the road. Using surveillance cameras on traffic poles 
to detect accidents poses unique challenges, such as incomplete dataset categories, 
small-sized detection objects, and the need for lightweight models. Current traffic 
accident recognition algorithms, while effective in detection, often require exten-
sive resources, making deployment on edge devices difficult. This paper proposes a 
more accurate and lightweight traffic accident recognition model based on YOLOv8, 
optimized for traffic pole monitoring and deployment on edge devices. To improve 
small object detection, we made improvements to the neck. We modified the neck 
by adding a detection layer for small-sized objects using large-scale feature maps, 
along with a dedicated small object detection head (SODL-SODH). Additionally, 
we design a lightweight cross-scale feature fusion module (LCSFFM) to optimize 
the PAN-FPN structure, reducing model parameters and computational complex-
ity while enhancing small-target detection. In the downsampling layer, we incor-
porate the squeeze-excited aggregate spatial attention module (SEASAM) into the 
C2F module to help the network focus on essential image information, with minimal 
impact on model parameters and computational complexity. To address dataset limi-
tations, we built the traffic accident-type (TAT) dataset for training and evaluation, 
and validated it against other advanced methods. Experimental results show that our 
model outperforms the baseline on the TAT dataset, improving the mAP0.5 by 1% 
and reducing parameters by 25.9%. On the BDD-IW dataset, our TP-YOLOv8s out-
performs other methods in terms of accuracy. Compared with the best other meth-
ods, it improves the mAP0.5 index by 1.4% and reduces the number of parameters 
by 84.1%.
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1  Introduction

With globalization and urbanization, the rapid growth of transportation systems has 
brought significant social and economic benefits. However, along with the continu-
ous increase in the number of motor vehicles, the number of traffic accidents contin-
ues to increase. Traffic accidents have gradually become a major public safety issue 
worldwide. Traffic accidents not only cause a large number of casualties and prop-
erty losses, but also bring huge economic burden to society. In order to effectively 
reduce the occurrence of traffic accidents and improve the level of road traffic safety, 
intelligent transportation systems (ITS) have gradually become a hot research area. 
In ITS, rapid identification and emergency response of traffic accidents are particu-
larly important.

Traditional methods for identifying traffic accidents mainly include reporting by 
the parties involved, manual inspections, traffic video surveillance inspections, and 
identification methods based on traditional machine learning. The way for the par-
ties to report traffic accidents mainly relies on the accident vehicle driver or wit-
nesses to actively report the accident. Accurate accident location information may 
not be provided, and serious traffic accidents cannot be reported and handled in a 
timely manner. Manual inspections are based on regularly scheduled routine checks. 
It is difficult to take photographs and collect evidence at specific locations when traf-
fic accidents occur on special sections of road, and the efficiency is low. Traffic acci-
dents on remote and empty sections of road are difficult to detect in a timely manner. 
The traffic video surveillance inspection method mainly involves installing a large 
number of surveillance cameras in traffic-intensive areas such as cities and high-
ways. These cameras provide remote video surveillance by monitoring road condi-
tions in real time, assisting traffic police patrols, but continuous processing and anal-
ysis of traffic videos may require a lot of time and human resources. Such a method 
has certain human errors and low efficiency. Detection methods based on tradi-
tional machine learning have achieved significant improvements in detection speed 
and accuracy. Xiao et al. [1] proposed an ensemble learning method to address the 
problem of traffic accident robustness. They trained individual SVM [2] and KNN 
[3] models and then combined them. This ensemble learning strategy improved the 
robustness of individual models. Kumeda et al. [4] studied the classification of road 
traffic accident data and discussed six algorithms with high accuracy and optimal 
classification performance. Experiments showed that the fuzzy-FARCHD algorithm 
can effectively classify the data set with an accuracy of 85.94%. However, it requires 
manual feature extraction, and the extraction of a large number of features will slow 
down the detection process.

With the development of deep learning, artificial intelligence technology has 
rapidly emerged in recent years, and detection algorithms based on deep learning 
have been continuously applied to the field of traffic accident detection. Chakraborty 
et al. [5] used a YOLOv3 [6] classifier to identify traffic event trajectories from cam-
eras when studying early detection events to reduce traffic-related congestion. The 
enhanced YOLOv5l [7] detection model proposed by Xia et al. [8] removes the Effi-
cientNet [9] structure of the SE [10] layer, greatly reducing the number of model 
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parameters and the amount of computation. In order to improve the detection accu-
racy of the model, the fusion attention technique is used at the prediction end. It can 
be placed on the vehicle side for real-time detection of road traffic incidents. In order 
to more efficiently detect and handle traffic accidents, Gour et al. [11] proposed the 
optimized-YOLO algorithm, which focuses on optimizing the YOLO algorithm so 
that it can detect accidents in real time and can also run on CPU-based devices and 
aims to create smaller and faster detection models. Pillai et al. [12] proposed a deep 
learning model Mini-YOLO trained using knowledge distillation to develop a reli-
able and computationally inexpensive real-time automatic accident detection system 
that can be deployed with minimal hardware requirements. Lee et al. [13] used the 
YOLO algorithm to detect abnormalities on the road and only processed frontal col-
lisions. Ghahremannezhad et  al. [14] proposed a new framework for intersection 
accident detection for traffic monitoring. Based on the efficient and accurate target 
detection of YOLOv4, the experimental results on actual traffic video data demon-
strate the feasibility of this method in real-time applications of traffic monitoring. 
In order to improve road traffic safety, Ahmed et al. [15] proposed a real-time traffic 
incident detection and alarm system based on the YOLOv5 algorithm. The model 
is able to accurately detect and classify the severity of an accident and, if a serious 
accident occurs, will immediately send an alert message to the nearest hospital.

Although the above methods have made great progress, there are still many 
problems to be solved in the field of traffic accident detection: (1) Traffic acci-
dent-type datasets are not comprehensive. They are either small scale, not from 
traffic surveillance cameras, not open source, or have very single scenarios. (2) 
In the specific perspective of the traffic pole traffic monitoring camera, large tar-
gets and small targets exist at the same time. Detecting small targets has always 
been a challenge for the YOLO series of target detection algorithms. (3) Existing 
lightweight detection models have greatly reduced the number of parameters in 
the model itself, but on edge devices with limited computing power, they are still 
difficult to deploy and cannot detect targets due to the large model and compu-
tational complexity. (4) How to make the model itself pay more attention to fea-
tures and improve feature extraction capabilities.

In order to solve the above problems, this paper proposes the TP-YOLOv8 traf-
fic accident recognition model, among which TP-YOLOv8n is the lightest. The 
main contributions of this paper are as follows: 

(1)	 An improved four-layer PAN-FPN [16, 17] structure is designed, which mainly 
adds a small-size target detection layer based on large-scale feature maps and 
attaches a small-size target detection head (SODL-SODH), which significantly 
enhances the ability of the algorithm to detect small-sized targets.

(2)	 A lightweight cross-scale feature fusion module (LCSFFM) is proposed to 
improve the PAN-FPN structure, which improves the small-size target detec-
tion accuracy while reducing the number of model parameters and computational 
complexity.

(3)	 The squeeze-excited aggregate spatial attention module (SEASAM) is proposed. 
The multi-branch design improves feature representation and integrates global 
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information. It enables the network to learn input data features more effectively, 
taking into account the dependencies between channels. Then, the spatial 
attention part further enhances the model’s perception of key features, thereby 
improving the performance and robustness of the model. It is worth noting that 
the parameters and computational complexity of the SEASAM module itself are 
extremely small.

(4)	 We constructed a new dataset, TAT, to address the issues of existing traffic acci-
dent datasets, which are limited in categories, lack traffic pole monitoring data, 
are small in scale, and are mostly not publicly available.

2 � Related Work

2.1 � YOLOv8 network structure

On January 10, 2023, ultralytics open-sourced the next major update of YOLOv5, 
YOLOv8 [18], which is built on the previous successful YOLO version and has 
many improvements in model architecture, detection accuracy, inference speed, etc. 
In order to completely eliminate the dependence on predefined anchor boxes, the 
training and tuning process of the model is simplified, while enhancing the flexibil-
ity of the model in dealing with objects of different scales. YOLOv8 abandons the 
Anchor [6, 1923] mechanism that the previous YOLO model relied on and uses an 
Anchor-free [2426] design instead. This improvement simplifies the model training 
process, reduces the hyperparameters related to the anchor boxes (such as the num-
ber, scale, and aspect ratio of anchor boxes), and reduces the complexity of model 
tuning. Since it no longer relies on anchor boxes, the model shows better generali-
zation capabilities when facing targets of different scales and shapes, especially in 
small-target detection and complex target detection. Since it is no longer necessary 
to regress and classify each anchor box, the computational overhead of the model 
is reduced and the reasoning speed of the model is greatly improved. In order to 
improve the smoothness and fluidity of the gradient and enhance the stability and 
effect of model training, SiLU [27] was introduced as the activation function to 
replace the traditional ReLU [28].

In order to enable the model to extract and fuse multi-scale features more effi-
ciently. YOLOv8’s Backbone uses an improved version of the CSPNet [29] structure 
and adjusts the depth and width. CSPNet can effectively separate and fuse features, 
thereby reducing the amount of computation and improving the feature extraction 
capability of the model. In the Neck part, an improved PAN-FPN structure is used 
to better fuse feature maps from different scales. In this way, the model can maintain 
high detection accuracy when dealing with both small and large objects. The head 
part has undergone major changes, replacing it with the current mainstream decou-
pled head structure, separating the classification and detection heads. The model 
architecture is shown in Fig. 1.

In addition, YOLOv8 uses multi-task loss functions, including classification 
loss [30, 31], bounding box regression loss [32, 33], and IoU [3436] loss. These 
loss functions are designed to better balance different tasks and improve the overall 
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performance of the model. YOLOv8 has greatly improved its accuracy compared 
to YOLOv5, but the corresponding number of parameters and computational com-
plexity of the N/S/M model have increased a lot, and its deployment cost on edge 
devices has further increased. Its generalization on custom data sets still needs more 
verification.

2.2 � Dataset for model generalization validation

BDD100K [37] is a large-scale, diverse dataset released by the University of Cali-
fornia, Berkeley, suitable for research in computer vision tasks such as object detec-
tion, semantic segmentation, instance segmentation, and road scene understanding. 
It includes 70,000 training samples, 10,000 validation samples, and 20,000 test sam-
ples. The weather conditions cover sunny, overcast, rainy days, as well as various 
times of day and night. The dataset features ten main label categories, including car, 
truck, bus, traffic light, traffic sign, pedestrian, bicyclist, motorcycle, motorcyclist, 
and train. The ratio of the training set to the validation set is 7:1.The DBB-IW [38] 
dataset is a subset of BDD100K, comprising one-fifth of the original dataset, with 
14,619 training samples and 2,007 validation samples, also maintaining a ratio of 

Fig. 1   YOLOv8 network structure
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approximately 7:1. Due to the limited instances of trains and motorcycles, these 
categories are excluded. Bicyclists and motorcyclists are grouped into the same 
category as pedestrians. Thus, the optimized BDD-IW dataset includes seven cat-
egories: person, car, bus, truck, bicycle, traffic signal, and traffic sign. This dataset 
was created to study the differences between models under adverse weather condi-
tions, incorporating fog processing on the basis of sunny, rainy, and snowy weather. 
This dataset is particularly suitable for studying the generalization of the proposed 
model. The dataset can be publicly accessed at https://github.com/ZhaoHe1023/
Improved-YOLOv4.

The COCO2017 [39] dataset was released in 2017. It is an important standard 
dataset in the field of computer vision and is widely used in tasks such as image 
recognition, object detection, segmentation, and image description. This dataset 
was launched by Microsoft and contains a large number of high-quality images and 
their annotations. It aims to promote the research of machine learning and artificial 
intelligence in image understanding. Specifically, the COCO2017 dataset contains 
about 330,000 images, covering 80 categories, and provides the location and cat-
egory labels of objects in each image for the object detection task. All annotations 
are done manually and the annotation quality is high. The COCO dataset provides 
rich task support and is an important benchmark dataset for evaluating image under-
standing models.

The LISA [40] dataset is a visual dataset specifically used for autonomous driv-
ing and vehicle safety research, especially for traffic sign recognition and traffic 
scene analysis. The dataset was released by the LISA Lab at the University of Cali-
fornia, San Diego, and aims to promote research on tasks such as traffic sign detec-
tion, classification, and position estimation. The main feature of the LISA dataset is 
that it focuses on traffic signs in urban road scenes, providing high-quality annota-
tions for the research of autonomous driving systems, and is particularly suitable 
for the development of traffic sign recognition systems. The LISA dataset contains 
more than 2,000 images, covering 47 traffic sign categories, including but not lim-
ited to stop signs, speed limit signs, and turn warning signs. It has become one of 
the important benchmark datasets in the field of traffic sign recognition. As one of 
the important benchmark datasets in the field of traffic sign recognition, the LISA 
dataset provides rich data support for research in fields such as autonomous driving, 
computer vision, and deep learning.

2.3 � Lightweight design of network structure

Zhao et al. [41] designed an efficient hybrid encoder that increases intra-scale inter-
action and inter-scale fusion. The introduction of multi-scale features not only accel-
erates training convergence, but also significantly improves performance. However, 
although the deformable attention mechanism reduces the computational cost, the 
rapidly growing sequence length still makes the encoder a computational bottleneck. 
As pointed out by Lin et al. [42], the encoder computation accounts for 49% of the 
total GFLOPs but only 11% of the AP in Deformable-DETR. To address this prob-
lem, the researchers first analyzed the computational redundancy in the multi-scale 
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transformer encoder. Intuitively, high-level features contain rich semantic informa-
tion that is extracted from low-level features, so performing feature interactions on 
cascaded multi-scale features appears redundant.

Therefore, the researchers designed a set of variants of different types of encoders 
to verify the parallelism of the encoder. The researchers rethought the structure of 
the encoder and proposed an efficient hybrid encoder. The encoder consists of two 
core modules: an attention-based intra-scale feature interaction module (AIFI) and a 
neural network-based cross-scale feature fusion module (CCFF). Among them, the 
CCFF module is optimized based on cross-scale fusion, and several fusion blocks 
composed of convolutional layers are inserted into the fusion path. The role of these 
fusion blocks is to fuse two adjacent scale features into a new feature, as shown in 
Fig. 2. The structure of the fusion block includes two 1x1 convolutions for adjusting 
the number of channels, and N RepBlocks composed of RepConv [43] to achieve 
feature fusion. Finally, the outputs of the two paths are fused by element-by-element 
addition.

2.4 � Attention mechanism

It is well known that attention plays a crucial role in regulating human perception 
[4446]. A striking property of the human visual system is that it does not attempt 
to process an entire scene at once. In contrast, the human visual system selectively 
focuses on salient areas through a series of rapid, localized fixations [47].

Narayanan [48] introduces a novel aggregated multilayer perceptron, a multi-
branch dense layer designed with squeeze-excited residual modules to surpass the 
performance of existing architectures. This module combines two key technologies: 
squeezing and excitation. The characteristic of the squeezing module is that it uses 
the fully connected (FC) layer to compress the input features. Specifically, the out-
put of the convolutional layer passes through the global average pooling layer to 
generate the input in the channel dimension, which is then passed to the FC layer 
and reduced in size. In contrast, the excitation component restores the input to its 
original size through the FC layer and does not involve size reduction. After com-
pleting the FC layer operation, the excitation part combines the output with the fea-
ture map through channel-by-channel multiplication. The final output is rescaled to 

Fig. 2   Fusion block in neural network-based cross-scale feature fusion Model
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align with the initial shape. The scaled output is concatenated with the input in the 
residual module to further enhance the feature expression.

Woo et. al., [49] mentioned that in the attention mechanism, spatial attention 
plays a key role in determining “where attention should be focused,” as shown in 
[50]. Different from channel attention, spatial attention focuses on the information 
of “where” and is an effective supplement to channel attention. To compute the spa-
tial attention, they first apply average pooling and max pooling operations along the 
channel axis and combine them to generate an effective feature descriptor. Studies 
have shown that pooling operations along the channel axis are more effective in 
highlighting key information areas [51]. In order to better determine the spatially 
important regions, a larger receptive field is required.

In addition, the researchers found that for a given input image, the two mod-
ules, channel attention and spatial attention, respectively, calculate complementary 
attention, the former focusing on “what” needs attention and the latter focusing on 
“where” needs attention. At this point, the two modules can be combined in a par-
allel or sequential manner. The researchers’ experiments show that the sequential 
arrangement performs better than the parallel arrangement. In the sequential pro-
cessing arrangement, the experimental results further show that the channel-priority 
arrangement has a slight advantage over the space-priority arrangement.

3 � Method

3.1 � Traffic accident‑type dataset

In the field of traffic accident detection, commonly used datasets include the CADP 
dataset [52] and the TAD dataset [53]. The CADP dataset is a dataset constructed 
by collecting traffic accident videos on YouTube, namely the Automobile Accident 
Detection and Prediction Dataset, which is used for multiple purposes: time segmen-
tation, object detection, tracking, vehicle collision, accident detection and predic-
tion. As an image dataset for traffic accident analysis, it is mainly used for accident 
detection and prediction-type analysis, solving the problem of lack of public data for 
studying road traffic safety. It contains 1,416 traffic accident clips from fixed traf-
fic camera views, and 205 segments with HD quality are selected to annotate spati-
otemporal data for object detection, tracking, and collision detection. Its annotated 
categories are “person,” “car” (including minivans), “bus,” “two-wheeler” (includ-
ing cyclists, motorcycles), “three-wheeler,” and “other” (objects that do not belong 
to other categories). The majority of the dataset is occupied by small objects. The 
TAD dataset constructs a large-scale traffic accident dataset from the monitoring 
perspective of various scenarios. There are 333 videos in total, and 24,810 labeled 
images of four main accident types are randomly extracted from the 333 videos. It 
includes collisions between multiple vehicles, collisions between vehicles and bicy-
cles/motorcycles, collisions between vehicles and inanimate entities, and rollovers.

The CADP dataset has been used by many researchers for traffic accident predic-
tion; however, the annotation of CADP is performed at the time-space (time seg-
mentation and dense spatiotemporal annotation) level rather than on the accident 
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type. Although the TAD dataset has annotated the main accident types, only a small 
portion of the unlabeled data mentioned in the paper is currently available. Other 
existing traffic accident datasets are either small scale, not from surveillance cam-
eras, not open source, or have very single scenes. Therefore, we select suitable traf-
fic accident images from CADP and TAD, and integrate them together to give full 
play to the advantages of the two datasets and form richer traffic scenes. Secondly, 
we collected traffic accident images of multiple regions, environments, and types 
through websites such as roboflow and CSDN and online traffic accident videos. 
The images of traffic accidents mainly occur in road scenes, including urban roads, 
highways, rural roads, etc. Accidents in different scenes are also accompanied by 
different environmental factors such as lighting and weather. Further enrich vehicle 
accident instances, supplement with fewer instances of two-wheeled vehicles and 
personnel in traffic accidents, and increase vehicle fire instances to make the data 
more diverse and comprehensive. The data images include first-person perspective, 
fixed traffic surveillance camera perspective and vertical perspective to meet the 
multi-angle requirements of traffic pole monitoring. Finally, we strictly screen the 
collected traffic accident images and eliminate duplicate images and images with-
out traffic accidents. To ensure the overall image quality in the dataset, we removed 
images that were too blurry, overexposed, and had extremely low resolution to meet 
the requirement that the dataset can be used as a benchmark for training and evaluat-
ing traffic accident object detection algorithms.

The dataset has five main label categories, including multi-vehicle collision 
accidents (car-crash), four-wheel vehicle accidents (car-acc), two-wheel vehicle 
accidents (bic-acc), vehicle fire accidents (fire), and personnel accidents (per-
acc), as shown in Fig. 3. The calibration standards for these five categories are as 
follows: For the multi-vehicle collision accident category, two or more vehicles 

Fig. 3   Examples of annotated categories in the TAT dataset
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collide and do not separate after the collision, which is marked as a multi-vehicle 
collision accident. The vehicles separate after the collision. Four-wheeled vehi-
cles are marked as four-wheeled vehicle accidents, and two-wheeled vehicles are 
marked as two-wheeled vehicle accidents. Four-wheeled vehicle accidents mainly 
refer to large trucks, buses, and family cars that show abnormal conditions such 
as rollover, deformation, and collision with obstacles; two-wheeled vehicle acci-
dents refer to abnormal situations such as rollover, deformation, and collision 
with obstacles of motorcycles, electric vehicles, and bicycles; Vehicle fire acci-
dents refer to situations where open flames or thick smoke occur in all types of 
vehicles; personnel accident category: The personnel involved in the traffic acci-
dent. This dataset is named traffic accident-type dataset (TAT).

The dataset consists of 8392 images, and the training set and test set are 
divided in a ratio of 8:2. There are 6713 images in the training set and 1679 
images in the test set, with a total of 14551 accident labels of various types. As 
shown in Fig. 4, the number of labels for each category in the training set is as 
follows: the number of labels for multi-vehicle collision accidents is 2694, the 
number of labels for four-wheeled vehicle accidents is 7203, the number of labels 
for two-wheeled vehicle accidents is 741, the number of labels for vehicle fire 
accidents is 456, and the number of labels for personal traffic accidents is 584; 
the number of labels for each category in the test set is as follows: the number of 
labels for multi-vehicle collision accidents is 687, the number of labels for four-
wheeled vehicle accidents is 1745, the number of labels for two-wheeled vehicle 
accidents is 188, the number of labels for vehicle fire accidents is 112, and the 
number of labels for personal traffic accidents is 141. The overall ratio of the 

Fig. 4   Comparison of label quantities between training and testing sets
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number of labels in the training set and the test set is also 8:2. The subsequent 
datasets are publicly available at https://​github.​com/​Ningd​ashuai/​TAT Datas​et.

3.2 � TP‑YOLOv8 model

In order to overcome the difficulty of traffic accident identification based on the traf-
fic pole monitoring perspective, further enhance the algorithm’s ability to detect 
small-sized targets, and reduce the overall number of model parameters, this paper 
makes the following improvements to the YOLOv8 network. In the neck part, we 
expanded the improved path aggregation network-feature pyramid network (PAN-
FPN) structure to four layers, mainly adding a detection layer that uses large-scale 
feature maps to tailor-made for small-sized targets and added a small-sized target 
detection head (SODL-SODH) significantly enhances the algorithm’s ability to 
detect small-sized targets. The addition of the P2 detection layer greatly increases 
the number of parameters and computational complexity of our model. Therefore, 
before adding the P2 detection layer, we designed a lightweight cross-scale feature 
fusion module (LCSFFM) to make lightweight improvements to the entire improved 
PAN-FPN structure. The features output by backbone are adjusted to a fixed value 
of 256 through a 1x1 convolution module, and then output to the improved four-
layer PAN-FPN structure. Under the premise of ensuring that the target detection 
accuracy does not decrease, the number of channels in all modules is adjusted to 
a fixed value of 256, which significantly reduces the amount of model parameters 
and computational complexity while maintaining the richness of features as much 
as possible. Finally, we integrate SEASAM into the CSPLayer_2Conv module in the 
downsampling layer to further enhance the model’s perception of key features and 
thus improve model performance and robustness. The network model architecture of 
TP-YOLOv8 is shown in Fig. 5. 

This paper further improves the depth and width of the TP-YOLOv8 network 
model and obtains the TP-YOLOv8 network series, namely TP-YOLOv8n, TP-
YOLOv8s and TP-YOLOv8l. Among them, the TP-YOLOv8n model has the few-
est parameters but achieves relatively high accuracy, making it suitable for edge 
device deployment. This network model series achieved good detection results on 
the BDD-IW and TAT datasets.

3.2.1 � Small‑scale object detection layer and small‑scale object detection head 
(SODL‑SODH)

In the object detection task, the detection of small-sized objects has always been a 
difficult problem. YOLOv8 has much better detection accuracy than other YOLO 
algorithms, but considering that the objects in the images we need to identify 
are relatively small, if we follow the three-layer PAN-FPN structure of YOLOv8, 
it will limit the detection of tiny objects in large-size images. Typically, object 
detectors need to process objects of different scales, and large-scale feature maps 
(i.e., high-resolution feature maps) can provide more detailed information for 
small-size objects. Therefore, using large-scale feature maps to specifically detect 

https://github.com/Ningdashuai/TAT%20Dataset


	 Z. Ning et al.  622   Page 12 of 31

small-sized objects is an effective strategy. We add the P2 layer to expand the 
PAN-FPN structure to a four-layer structure, and use feature maps of different 
resolutions such as P2, P3, P4, and P5 to detect small-, medium-, and large-sized 
targets as shown in Fig. 6.

To better process the high-resolution feature maps of the P2 layer, our small 
object detection head extracts features of small-sized objects through further con-
volution operations. Use a decoupled head consisting of a classification branch 
and a regression branch. In the classification problem of the target detection task, 
there is a difference between the probability distribution predicted by the model 
and the probability distribution of the true label. The classification branch uses 
BCE loss to effectively deal with the problem of category imbalance, and opti-
mizes model parameters through gradient descent method to improve classifica-
tion accuracy. This is achieved by calculating formula (1), where N is the total 
number of samples. yi is the true label of the i sample, usually 0 or 1. pi is the 
probability that the model predicts that the i sample is a positive class (label 1).

Fig. 5   TP-YOLOv8 network structure
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In traffic accidents, our detection objects often have unclear boundaries or occlu-
sions, so we use distribution focal loss in the regression branch. It fully considers 
the distribution characteristics of the bounding box coordinates instead of treating 
them as a single fixed value, which can improve the model’s prediction accuracy for 
the bounding box location. This is calculated using formula (2), where Si and Si+1 are 
adjacent predicted probability values, yi and yi+1 are the bounding box coordinate 
values associated with Si and Si+1 , and y is the true target value.

Since the objects detected in this paper have large changes in shape and size when a 
traffic accident occurs, CIoU loss is introduced, which takes into account the align-
ment and scale of the bounding box and helps to predict the bounding box more 
accurately. It is calculated by formula (3), where IoU represents the ratio of the 
intersection and union between the predicted box and the true box. d represents 
the Euclidean distance between the center point of the predicted box and the center 
point of the true box. c represents the diagonal distance of the minimum enclosing 
rectangle. v is a correction factor to account for aspect ratio consistency. The calcu-
lation method is (4) where w and h are the width and height of the predicted box, 
respectively, and wgt and hgt are the width and height of the real box, respectively. � 
is a weight factor used to balance the influence of v , calculated as (5).

(1)BCEloss = −
1

N

N
∑

i=1

[

yi log(pi) + (1 − yi) log(1 − pi)
]

(2)DFL(Si, Si+1) = −
(

(yi+1 − y) log(Si) + (y − yi) log(Si+1)
)

(3)CIoU =1 − IoU +
d2

c2
+ �v

Fig. 6   SODL-SODH structure
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The introduction of the Anchor-Free model no longer uses predefined anchor boxes 
to predict targets, making the model more concise. Since it is no longer necessary to 
calculate the regression of multiple anchor boxes for each grid point, the amount of 
calculation is reduced. There is no need to manually adjust the number and size of 
anchor boxes, which makes the model more robust on different datasets.

3.2.2 � Lightweight cross‑scale feature fusion module (LCSFFM)

In order to better detect small-sized objects, the P2 detection layer is added, but this 
leads to an increase in model parameters and an increase in computational burden. 
Therefore, this paper starts from the source and proposes an innovative method to 
improve the entire PAN-FPN structure by adjusting the number of input feature 
channels and fixing the number of output channels. As shown in Table 1, experi-
ments have demonstrated that when the number of channels is set to 256, the num-
ber of model parameters and complexity are significantly reduced, while the rich-
ness of features is maintained as much as possible. As shown in Fig. 7, we output 
the features of different sizes extracted by the backbone network from Stage Layer 
1, Stage Layer 2, Stage Layer 3 and SPPF to the neck part from top to bottom. First, 
the number of channels of the input features is adjusted to 256 through a 1x1 con-
volution module that integrates Conv2d, BatchNorm2d and SiLU. The 1x1 convolu-
tion performs point-by-point convolution on each feature point to compress those 
redundant or unimportant features without affecting the spatial dimension and only 
adjusting the number of channels. Compressing the number of channels to 256 can 
significantly reduce the number of parameters that need to be calculated in subse-
quent layers and reduce the computational complexity of the model. Then, adding 
BatchNorm2d helps to normalize the feature distribution of the convolution output. 
The smoothness and nonlinearity of the SiLU activation function can better cap-
ture complex feature patterns and improve the expressiveness of the model. The 
processed multi-scale feature maps are output to the P2, P3, P4, and P5 layers for 
upsampling and downsampling for cross-scale feature fusion. Adjusting the num-
ber of channels of all feature maps to 256 can make these feature maps no longer 

(4)v =
4

�
2

(

arctan
wgt

hgt
− arctan

w

h

)2

(5)� =
v

(1 − IoU) + v

Table 1   Comparison experiment 
of fixed channel numbers for 
LCSFFM

Number of chan-
nels

mAP0.5(%) Params/106 GFLOPs

128 80 1.68 9.6
256 80.6 2.23 17.3
512 81.8 4.24 45.3
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require additional channel alignment operations when they are fused, thus simplify-
ing the feature fusion process. With a unified number of channels, the network can 
more easily integrate feature information from different scales, thereby improving 
the ability to detect objects of different sizes.

3.2.3 � Squeeze‑excited aggregated spatial attention module (SEASAM)

In the feature fusion process, since the low-level features need to be fused with 
the high-level features, the low-level high-resolution features are downsampled 
or convolved, which reduces the spatial resolution of the low-level features, 
resulting in blurred position information and loss of detail information. At the 
same time, the characteristics of small targets are easily masked by high-level 
semantic information. This paper designs a squeeze-excited aggregate spatial 
attention module (SEASAM) that combines channel attention and spatial atten-
tion when extracting image features. Weighting features from the channel dimen-
sion and spatial dimension allows the model to better focus on important features, 

Fig. 7   LCSFFM structure
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significantly enhancing the model’s expressive ability in the feature fusion stage, 
thereby improving detection accuracy and robustness.

This part of the model improvement is analyzed, as shown in Fig.  8, (a) the 
visualized heat map of the baseline model, and (b) the visualized heat map of the 
improved model. The baseline model can identify the overturned accident vehi-
cle, but pays less attention to the accident vehicle on the left and fails to capture 
the detailed accident features of the vehicle. The baseline model of the overturned 
vehicle on the right also only focuses on a part of the target area, reflecting that 
the model has limited feature extraction. In contrast, the improved model success-
fully detected the accident vehicle on the left and focused on the damaged area, 
with a significantly increased focus on the target area and more edge and texture 
features extracted. Reduced focus on the background, more precise positioning of 
the target area.

The specific implementation method is shown in Fig. 9. The spatial informa-
tion of the feature map is compressed into the global statistical information of 
each channel through global average pooling, and the information of the high-
dimensional feature map is condensed into the global representation of each 
channel to reduce the computational complexity. The channels of the feature map 
are then divided into four groups, each group of channels shares the same weight 
while preserving the correlation between the channels. The number of parameters 
in each channel group is reduced, thereby reducing the computational overhead. 
A ReLU activation function is added to each group after a 1x1 convolution, and 
a nonlinear activation function is introduced to improve the expressiveness of 
the model. The model can learn different global representations through multi-
ple branches, and the outputs of these branches are finally concatenated together 
to enhance the feature representation. Then, a fully connected layer is used to 
integrate the information. This approach not only enhances the representation 
capabilities of the model, but also does not significantly increase the number of 
parameters of the model since the outputs of the branches are integrated through 
a lightweight compression layer after aggregation. Then, the sigmoid activation 
function is used to recalibrate the channel features, and finally the calculated 
weights are multiplied by the original feature map channel by channel to com-
plete the re-weighting of the feature map.

Fig. 8   Heatmap comparison. (a) Baseline model visualization. (b) lmproved model visualization
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Then, global maximum pooling and global average pooling are performed on the 
feature map in the channel dimension to obtain two single-channel feature maps, 
namely the global information and local salient information of the entire feature 
map. They are spliced together to perform a 7 × 7 convolution operation to generate 
a spatial attention map, and the generated spatial attention map is multiplied ele-
ment-by-element with the input feature map to obtain a weighted feature map, which 
improves the model’s ability to capture local areas and global structures. Combined 
with the previous channel attention, multi-dimensional feature selection of feature 
maps is achieved.

4 � Experiment

4.1 � Experimental environment and parameters

The model training in this article was performed using the Ubuntu 22.04.4 LTS oper-
ating system equipped with an NVIDIA A40 computing card with 48GB of GDDR6 
video memory. The model in this experiment is built using the PyTorch 1.13.1 deep 
learning framework, with training acceleration provided by Cuda 11.6 and Python ver-
sion 3.9.18.During the experiment, we set the input image size to 640×640, selected an 

Fig. 9   SEASAM structure
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initial learning rate of 0.01, set the momentum to 0.937, adopted the stochastic gradient 
descent optimizer, set the batch size to 16, and used two threads to speed up data load-
ing. All models do not use pre-trained weights. To ensure that the model can converge 
sufficiently, the number of iterations is set to 300 rounds. To prevent the model from 
overfitting, if the accuracy does not improve within 50 iterations, the model will stop 
training.

4.2 � Evaluation metrics

To better evaluate the effectiveness of the model, we use four common indicators: cat-
egory accuracy (AP), average accuracy (mAP), parameters (Params), and FLOPs. To 
objectively evaluate the detection performance of the proposed model, the interpreta-
tion of these indicators is as follows:

Precision (P) refers to how many of the samples judged as positive by the model 
actually belong to the positive class. It is calculated by formula (6), where TP represents 
the number of samples correctly predicted as positive, and FP represents the number of 
samples incorrectly predicted as positive.

Recall (R) refers to the proportion of samples that are successfully predicted as posi-
tive among all samples that are actually positive. It is calculated by formula (7), 
where FN is the number of samples that are actually positive but are mistakenly 
predicted as negative.

The precision (AP) is obtained by calculating the average of the precisions under 
different recall rates. It measures the accuracy performance of the model under a 
given recall rate and is calculated using formula (8):

Mean average precision (mAP) is obtained by calculating the average precision 
(AP) for each class and then averaging the AP for all classes. Calculated by for-
mula (9), our average precision indicator here is mAP0.5, which means that when 
the IoU between the bounding box predicted by the model and the true bounding 
box reaches 0.5, the prediction is considered correct.

(6)Precision =
TP

TP + FP

(7)Recall =
TP

TP + FN

(8)AP = ∫
1

0

P(R) dR

(9)mAP =
1

k

k
∑

i=1

APi



Tp‑yolov8: a lightweight and accurate model for traffic accident… Page 19 of 31    622 

4.3 � Comparison methods

In order to objectively and fully verify the actual target recognition performance 
and generalization of TP-YOLOv8, we selected 13 SOTA methods and compared 
them. Comparative experiments were conducted on the BDD-IW and TAT data-
sets under the same settings with mainstream two-stage and one-stage object 
detection algorithms. The methods compared include faster R-CNN [54], SSD 
[55], YOLOv3 [6], YOLOv4 [19], YOLOv5 [7], YOLOv6 [25], YOLOX [24], 
YOLOv7 [23], TPH-YOLOv5 [56], PPYOLOE [26], improved YOLOv4 [38], and 
YOLOv8 [18].

4.4 � Comparative experiments

The input image size is fixed to 640x640, and the test is performed on the DBB-
IW dataset to obtain the comparative experimental results shown in Table  2. 
AP0.5 is used as the metric for evaluation results for each object category, and 
mAP0.5 is used as the metric for evaluation results for all categories of objects. 
The TP-YOLOv8l proposed in this paper achieved the best results in mAP0.5, and 
the AP0.5 of seven different categories of object recognition was the best. Com-
pared to improved YOLOv4, previously the best on this dataset, TP-YOLOv8s 
improved mAP0.5 by 1.4% and TP-YOLOv8l by 5.7%. TP-YOLOv8n improved 
mAP0.5 by 6.7% over the baseline, demonstrating the strong performance of the 
TP-YOLOv8 series.

On the DBB-IW dataset, TP-YOLOv8n and TP-YOLOv8s have notably small 
parameters compared to existing methods. Even for TP-YOLOv8l, the number of 
model parameters is reduced by 32.2% compared with the original best method 
on the dataset. For easily detected categories of objects, good recognition results 
are maintained, while recognition of small, hard-to-detect targets like bicycles 
improved significantly.

The input image size is fixed to 640x640, and the test is performed on the TAT 
dataset to obtain the comparative experimental results shown in Table 3. It can 
be found that other advanced methods have also achieved good detection results, 
verifying the effectiveness of the proposed traffic accident category dataset. Com-
pared with the baseline method, our TP-YOLOv8n mAP0.5 value increased by 
1%, while the number of parameters was reduced by 25.9%.

In order to strengthen the evaluation and further prove the effectiveness of the 
TP-YOLOv8 model improvement, we compare the performance of the model on 
the COCO val2017 dataset. The input image size is fixed to 640x640 and tested 
on this dataset. The comparative experimental results are shown in Table  4. 
The TP-YOLOv8 models with different parameter sizes proposed in this paper 
achieved the best results in mAP0.5. Compared to the baseline model, TP-
YOLOv8n improved mAP0.5 by 1.9%, TP-YOLOv8s improved it by 0.69%, and 
TP-YOLOv8l improved it by 1.2%, fully demonstrating the effectiveness of the 
improvements made to the TP-YOLOv8 model.
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4.5 � Ablation experiment

This paper conducts experiments on DBB-IW and TAT datasets, and validates each 
module through ablation experiments. To assess each module’s impact on YOLOv8, 
we strictly controlled the variables during the experiment and kept all hyperparam-
eters unchanged. In the ablation experiment of the DBB-IW dataset, the YOLOv8s 
model is selected as the baseline method for comparison. In the ablation experi-
ment of the TAT dataset, the YOLOv8n model is selected as the baseline method 
for comparison. We propose a lightweight cross-scale feature fusion module (LCS-
FFM), add a small-scale object detection layer based on a large-scale feature map 
and attach a small-size object detection head (SODL-SODH), and design a squeeze-
excited aggregate spatial attention module (SEASAM). After the above three stages 
of improvements, we proposed the TP-YOLOv8 model.

As can be seen from Table 5, after we improved LCSFFM to the baseline model, 
we reduced the number of model parameters by 34.8% and the computational com-
plexity by 19.2% while maintaining mAP0.5, laying a foundation for subsequent 

Table 3   Experimental comparisons on the TAT dataset

Bold values highlight the best experimental metrics

Method Car-crash Car-acc
(%)

Bic-acc
(%)

Fire
(%)

Per-acc
(%)

mAP0.5
(%)

Params/106 GFLOPs

Faster R-CNN 88.8 87.3 78.0 56.2 33.0 68.7 136.77 369.8
SSD 84.3 87.9 75.8 61.3 36.6 69.2 24.14 175.9
YOLOv3-tiny 90.8 91.1 80.9 62.8 58.2 76.8 12.13 19.0
YOLOv4-tiny 79.3 80.0 63.8 37.2 45.2 61.1 5.88 16.2
YOLOv5n 94.2 92.8 81.9 68.1 57.7 78.9 2.51 7.2
YOLOv6n 95.1 93.5 83.0 71.3 55. 6 79.7 4.23 11.9
YOLOX-s 92.2 91.4 84.9 69.2 63.6 80.2 9.0 26.8
YOLOv7-tiny 92.1 91.3 82.6 67.7 63.3 79.4 6.03 13.2
YOLOv8n 94.5 93.9 83.7 66.4 59.7 79.6 3.01 8.2
TP-YOLOv8n(ours) 94.2 94 83.9 68.4 62.5 80.6 2.23 17.3

Table 4   Experimental comparisons on the COCO val2017 dataset

Method Precision(%) Recall(%) mAP0.5(%) Params/106 GFLOPs

YOLOv5s 67.2 51.5 55.5 9.15 24.2
YOLOv8n 57.9 46.8 47.6 3.01 8.2
YOLOv8s 66.7 52.8 57.7 11.14 28.7
YOLOv8l 71.7 60.6 66.5 43.64 165.4
TP-YOLOv8n(ours) 58.5 47.3 48.5 2.23 17.3
TP-YOLOv8s(ours) 67.1 53.2 58.1 8.10 55. 1
TP-YOLOv8l(ours) 72.2 61.1 67.3 34.61 291.9
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improvements. After adding SODL-SODH, the model’s detection accuracy for 
small targets has been greatly improved, mAP0.5 has increased by 9.7%, and the 
number of parameters has been reduced by 27.5%. After integrating SEASAM into 
the model, mAP0.5 increased by 10.4% and the number of parameters was reduced 
by 27.3%. Figure 10 intuitively shows the ablation experiment comparison results 
measured by four indicators: precision, recall, mAP0.5, and mAP0.5−0.95 after add-
ing various improved modules to the baseline model.

As can be seen from Table 6, after we improve LCSFFM to the baseline model, 
the mAP0.5 increases by 0.25%, the number of model parameters decreases by 
34.9%, and the computational complexity decreases by 18.3%, laying a founda-
tion for subsequent improvements; after continuing to add SODL-SODH, the 
model’s detection accuracy for small targets is greatly improved, with mAP0.5 
increased by 0.87% and the number of parameters reduced by 26.2%; after 

Table 5   Ablation experiments on DBB-IW

The check mark indicates that the module has been added to the baseline model

YOLOv8s(Base) LCSFFM SODL-SODH SEASAM mAP0.5(%) Params/106 GFLOPs

✓ 55.9 11.14 28.7
✓ ✓ 55.9 7.26 23.2
✓ ✓ ✓ 61.3 8.08 55.1
✓ ✓ ✓ ✓ 61.7 8.10 55.1

Fig. 10   Visualization of ablation experiments on the DBB-IW dataset after adding each improved mod-
ule
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integrating SEASAM into the model, the mAP0.5 increases by 1.26% and the 
number of parameters decreases by 25.9%. Figure 11 intuitively shows the abla-
tion experiment comparison results measured by four indicators: precision, recall, 
mAP0.5, and mAP0.5−0.95 after adding various improved modules to the base-
line model.

As shown in Fig. 12, the baseline model can identify the overturned accident 
vehicle, but pays less attention to the accident vehicle on the left and fails to 
capture the detailed accident features of the vehicle. The baseline model of the 
overturned vehicle on the right also only pays attention to a part of the target 
area. With the addition of the improved module, the model pays more attention to 
the target, pays less attention to the background, and locates the target area more 
accurately.

Table 6   Ablation experiments on TAT​

The check mark indicates that the module has been added to the baseline model

YOLOv8s(Base) LCSFFM SODL-SODH SEASAM mAP0.5(%) Params/106 GFLOPs

✓ 79.6 3.01 8.2
✓ ✓ 79.8 1.96 6.7
✓ ✓ ✓ 80.3 2.22 17.3
✓ ✓ ✓ ✓ 80.6 2.23 17.3

Fig. 11   Visualization of ablation experiments on the TAT dataset after adding each improved module
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4.6 � Experimental results visualization

4.6.1 � Display of traffic accident recognition effectiveness

To provide a more intuitive demonstration of the effectiveness of the proposed 
method in traffic accident recognition, we present the detection results on the 
TAT dataset. As shown in Fig. 13, our method shows excellent performance in 
traffic accident recognition from the perspective of a traffic pole surveillance 
camera.

4.6.2 � Demonstration of model generalization effectiveness

As shown in Fig. 14, in order to more intuitively prove that the method proposed 
in this paper has good generalization performance, we show the detection results 
on the DBB-IW dataset. Our method shows excellent performance under adverse 
weather conditions. The improved algorithm can successfully detect various 
types of targets under various lighting conditions and maintains good detection 
capabilities even in dimly lit scenes.

Fig. 12   Visualization heat map of model ablation experiment on TAT dataset. (a) Visualization heat 
map of the baseline model, (b) Visualization heat map of the baseline+LCSFFM model, (c) Visu-
alization heat map of the baseline+LCSFFM+SODL-SODH model, (d) Visualization heat map of the 
baseline+LCSFFM+SODL-SODH+SEASAM model
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4.6.3 � Edge device performance verification

To demonstrate the practicality of the improved model, we tested the TP-YOLOv8n 
model on the target detection task using the TAT dataset on the NVIDIA Jetson 
TX2 NX embedded platform, as shown in Figs. 15 and 16. The results show that 
the model has achieved the established detection goals. It is worth noting that the 

Fig. 13   Test results of TP-YOLOv8 on the TAT dataset

Fig. 14   Detection results of TP-YOLOv8 on the DBB-IW dataset
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method we proposed includes a model system with different parameter scales, of 
which the lightweight version has been verified on the NVIDIA Jetson TX2 NX 
platform. The results show that even models with smaller parameter scales can still 

Fig. 15   NVIDIA Jetson TX2 NX Platform

Fig. 16   Test results of TP-YOLOv8n model using TAT dataset on NVIDIA Jetson TX2 NX platform
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maintain high-precision detection performance. Combined with the actual comput-
ing power analysis of the platform, as shown in Table 7, our method has achieved a 
good balance between accuracy and computing power requirements, fully proving 
that it is suitable for target detection tasks on the NVIDIA series of high-perfor-
mance embedded platforms.

5 � Conclusions

This paper proposes an improved TP-YOLOv8 model to address the challenges of 
accident detection in traffic monitoring scenarios, such as specific viewpoints and 
varying target scales. To solve issues like incomplete dataset categories and small 
dataset size, we constructed a dedicated dataset, TAT, covering typical accident 
types. Several innovative improvements were made to the YOLOv8 model: first, a 
lightweight cross-scale feature fusion module was designed to significantly enhance 
multi-scale detection capabilities while reducing model parameters; second, a small-
target detection layer and corresponding detection head were added on top of the 
large-scale feature map to improve the ability to capture small accident targets; 
finally, a squeeze-incentive aggregation spatial attention module was proposed to 
strengthen the expression of key features during the feature fusion stage. Experi-
mental results show that among TP-YOLOv8 models with different parameter sizes, 
the larger parameter version is suitable for desktop computing platforms, while 
the smaller parameter lightweight version achieves high-precision detection on the 
NVIDIA Jetson TX2 NX embedded platform. Although the model parameter size 
has been optimized, the computational complexity of the lightweight version still 
needs further reduction. In the future, we will focus on optimizing computational 
efficiency to adapt to embedded devices with lower performance.
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Table 7   NVIDIA Jetson TX2 NX hardware specifications

Device Name Power Consumption CPU GPU TFLOPs

NVIDIA
Jetson TX2 NX

15W Dual-core
NVIDIA Denver 2TM
64-bit CPU
with Quad-core
Arm® Cortex®-A57 

MPcore

NVIDIA PascalTM Archi-
tecture,

Equipped with 256
NVIDIA® CUDA® Cores

1.33



	 Z. Ning et al.  622   Page 28 of 31

Data Availability  The datasets used in the study are from the website and can be downloaded through 
the following links: BDD-IW dataset (https://​github.​com/​ZhaoH​e1023/​Impro​ved-​YOLOv4), TAT dataset 
(https://​github.​com/​Ningd​ashuai/​TAT).
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